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Abstract
To improve the results from search engines and make them
more personalized for the user, we need to find out about
the interests of a particular user. Many of the search per-
sonalization methods analyse documents visited by the
user and from these documents infer the user’s interests.
However, this approach is not accurate, because the user
is rarely interested in the whole document; he might be
interested in parts of the document only or the document
does not have to interest him at all. In this article we
analyse the user’s activity on a web site, called implicit
feedback. This feedback is represented by the user’s be-
haviour in the Web browser: time spent browsing, mouse
cursor movement, clicking, scrolling etc. Our method is
then able to more accurately extract keywords from the
documents by putting more weight on the keywords the
user is more interested in and disregarding those which
did not interest him. We extract keywords directly from
the text and also by using traditional methods enhanced
by the implicit feedback.
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1. Introduction
On the internet we can find a vast amount of information,
usually organized into documents. To look for a particu-
lar document we can use full text search engines, which
are very popular nowadays. These search engines crawl
trough the documents regularly and can quickly find all
the documents which contain the terms we are looking
for. The number of documents containing the terms is
usually very large and they have to be sorted based on
their relevance to the keywords and their importance, so
that we can quickly find the right documents.

However, the search results can be often unsatisfying for
the user; multiple words may have similar meanings (syn-
onymy) and words can have more than one meaning (pol-
ysemy). This can cause the results being different than
expected, especially when searching using a lower number
of keywords [7].

For this reason it is better to personalize the search results
for the needs of a particular user. To make this possible,
we need to find out about the interests of the user and
create a user model. This user model often consists of the
metadata extracted from documents the user has visited,
because of the assumption, that their content represents
the user’s interests.

This assumption is not completely correct. The user’s
behaviour on the web can be very erratic and the user
rarely reads an entire document he loaded. Most of the
time, he is only interested in parts of the document or it
might not interest him at all in case he stumbled upon
the document by chance or the source which has lead him
to the document was misleading. To make the user model
more accurate, we need to know which of the visited doc-
uments actually interested the user and, ideally, which
parts of the documents.

We can find out about the user’s interest in the docu-
ment – feedback in two ways: explicitly and implicitly. If
we want to collect the feedback explicitly, we need to ask
the user for some additional input. This is impractical
and time consuming for the user and can be even inaccu-
rate, because the user’s true interests might not be well
represented by his explicit feedback. Having to stop to
enter explicit ratings can alter the user’s behaviour and
the users read a lot more articles than they rate [2].

On the other hand, implicit feedback can be collected
all the time and in the background without the need to
bother the user. The main disadvantage of implicit feed-
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back is that it is more difficult to process with reliable
results. In this work we aim to design a method for col-
lecting and processing implicit feedback on the web.

2. Implicit Interest Indicators
The collection of implicit feedback on the web is limited
by the web browsers. We cannot simply observe any fac-
tor we might need – for example, to observe the user’s
gaze we need additional hardware and/or software, which
majority of users do not have. We have to focus on the in-
dicators which can be collected in all widely used browsers
using a client-side scripting language.

The indicators we can observe are based on standard in-
put methods – keyboard and mouse and on the time spent
browsing. The indicators, when detected, represent user’s
interest in the document. These can be divided into two
main groups: local and global.

2.1 Local Indicators
Local indicators can be used to determine which parts of
the document was the user interested in. A rule of thumb
which can be observed in related works [4, 5] says that the
less the indicator occurs, the more reliable and accurate
it is. This reliability cannot be exactly quantified, but we
can estimate it based on the experiments conducted by
other works.

The indicators we observe follow roughly ordered by the
reliability:

Text copying
Text selection and copying is considered to be a very
strong indicator of interest in the targeted text [4, 5,
6]. The additional advantage of this indicator is that
we can extract the targeted text very accurately.

Text selection
Text selection is less reliable than copying but still
a very strong indicator of interest [4, 5]. Some users
keep selecting the text they are currently reading,
which is good for detecting which parts of the docu-
ment the users have read, however, in this case it can
no longer be used to extract the keywords directly.

Text clicking
Clicking on the parts of the text is similarly accurate
as selection and usually occurs more often [4].

Text tracing
Some users use the mouse cursor as a helping device
while reading the text, when they move the cursor
over or under the line of text that they are currently
reading [5].

Distance from the moving mouse cursor
Experimental data show that the user’s gaze is closer
to the mouse cursor when the cursor is moving [1,
4, 8]. The data also show that this indicator is more
reliable when the user is in general more active with
mouse movement [4, 9].

Distance from the stationary mouse cursor
Even when the mouse cursor is stationary we can use
its position to determine the user’s gaze, although
with less certainty. A specific usage of the mouse
cursor, which helps our cause, is to mark an inter-
esting link or part of the text by putting a cursor
close by [11, 9].

Time spent on the screen
Generally speaking, the user is more interested in the
content in the middle of the web browser window [4]
and the more time the content spends on the screen,
the more likely is the user interested in it [6], espe-
cially when the user is actively reading the docu-
ment [10].

2.2 Global Indicators
Global indicators can show that the entire document is
interesting for the user, but we are not able to determine
which part of the document is the most interesting when
we detect them. The indicators we observe are following:

Time spent scrolling
Experimental data shows that users tend to scroll
the web page for a longer time when they are po-
tentially interested in it [2].

Saving, bookmarking and printing the web page
These are all very strong indicators [5], however, it
is difficult to detect them trough client-side scripts.
We can at least detect the keyboard short cuts used
for these tasks, although that makes them occur
even more rarely.

Typing into a form
When the user types on a web page we can assume
it has captured his interest. For example typing
a comment to an article means that the user finds
the article interesting, but we are not able to find
out which part of the article motivated him to write
the comment.

3. Processing the Indicators
The goal of this process is to extract keywords from the
document and rate them in a way which is representa-
tive of the relevance of the keywords as well as the user’s
interest in them.

The method we use to process the indicators is based on
the methods used in related works. Hijikata [5] used some
of local indicators to directly extract keywords from the
document. Hauger et al. [4] used local indicators detected
over paragraphs of text to determine how much time the
user has spent reading the particular paragraph.

Our method combines these two methods and adds global
indicators to determine the user’s overall interest of the
web page. We use local indicators to determine how in-
terested the user was in the paragraph and then use the
tf-idf method [3] to extract keywords from them. Tf-idf
is a fundamental method used for this purpose and it is
well known to return accurate results. In addition to key-
words extracted by tf-idf we use the most precise local
indicators to directly extract keywords from text.

The algorithm works in the following way:

1. We break down the document into text elements
based on its HTML structure, usually into para-
graphs.

2. Each element is given the rating of 0 to begin with.

3. When a local indicator (described in the previous
Section) is detected:
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(a) The rating of the element which was targeted
by the indicator is increased. The rating is in-
creased by a larger value when the indicator
is considered more reliable and accurate. This
increment is based on the experiments done by
related works and our own.

(b) If the indicator was one of the two most accu-
rate, which are text copying and text selection,
we extract the exact words from the area where
they appeared. In case the extracted text is
short and consists of a few words only, we can
consider them keywords without any further
need for extraction.

4. The rating of all the elements of the document is
increased when there is a global indicator detected.

5. When the user leaves the document:

(a) We compute the rating of the entire document
by adding the ratings of its elements.

(b) We compute the relative importance of each el-
ement – its rating compared to ratings of other
elements of the document

(c) From each element we extract keywords using
the tf-idf method.

In the end, every element will have a relative rating RRE

calculated in the following way, where Ni is the number
of indicators detected for the element, ISi is the general
importance of the particular indicator, IUi is the impor-
tance of the indicator for the particular user and Ne is
the number of elements of the document:

RE =

Ni∑
i=1

ISiIUi

RRE =
RE∑Ne

i=1 REi

An important part of the method is detection of the user’s
inactivity. We do this based on a few key factors, namely
mouse movement and clicking and keyboard input. These
factors were chosen because their absence clearly shows
the user’s inactivity. If we do not detect these indicators
for a period of time we consider the user inactive and
stop incrementing the elements’ ratings. The length of
the period after which we consider the user inactive is
based on the particular user – we incorporate the rating
of user’s average activity on all the web pages he visits
into the user model and based on this value we compute
the length.

4. Realization of the Method
To be able to track the user we use a personalized proxy
server1, which stands between the client and the server.
Each request is first handled by the proxy server, which
sends it further. The response is again first handled by
our proxy server. At this point we can inject our scripts
for collecting the user feedback to the web page and send
it to the client.

The method which detects indicators and processes them
is realized in JavaScript. The script runs on the back-
ground during the user’s browsing, detects the indicators

1http://peweproxy.fiit.stuba.sk

Table 1: General success of the direct keyword
extraction.

method yes no
text copying 100% 0%
text selection 62% 38%
text tracing 33% 67%

and rates the elements. When the user leaves the web
page the script processes all the data and sends it via Ajax
to the proxy server. On the proxy server we extract the
keywords using the tf-idf method.

A problem we might run into is that some users do not
leave the web page for a long time, they might just leave it
open in the background of their web browser. This should
happen rarely and to a very specific group of users, so we
do not address this issue at the moment.

5. Experimental Evaluation
As described in Section 3, our method extracts keywords
in two ways: from paragraphs using the tf-idf method
and directly from the text when one of the more accurate
indicators is detected. In this Section we describe the
evaluation of both methods.

The evaluation is based on comparing the implicit feed-
back from our method and the explicit feedback, which
we asked the users to manually input. The participants of
the experiment were instructed to browse the web as usual
for a few hours and encouraged to enter reliable explicit
feedback, which should eliminate possible discrepancies.
When leaving each web page the user visited we presented
to him a few keywords we obtained from his behaviour.
His task is to rate the keywords “yes” or “no” if he feels
like the keyword matches accurately his interests in the
web page. The users did not know how either of the meth-
ods worked and a few random words from the page were
put in the keywords to discourage the users from blindly
selecting “yes”.

5.1 Direct keyword extraction
First we evaluated the three separate methods for extract-
ing keywords directly: text selection, text copying and
text tracing. 10 users participated in this experiment. We
looked at general success of the extraction of a relevant
keyword – for a keyword we computed the percentage of
the time it was considered correct. This is summarized
in Table 1. For text selection and text tracing we looked
at two other factors: the number of words extracted and
the number of times the indicator was detected on the
particular web page.

Text copying proved to be extremely accurate, however,
it was detected very rarely. During our experiment the
users only copied small amounts of text, so even though
this is a very accurate indicator, we are not able to de-
tect it often enough. Users selected text more often than
copied it and they selected longer text segments. Inter-
esting fact was that if the total number of selections on
the web page was low, the users marked the keywords as
accurate even from selections 10 words long and more.
We can conclude that, after filtering out the stop words,
we can use text selections as direct extraction indicator if
the total number of selections was lower than 4.



46 Kř́ıž, J.: Keyword Extraction Based on Implicit Feedback

Table 2: General success of the keyword extrac-
tion from elements.

method elements entire document random
yes 108 91 22
no 44 55 124

success rate 71 % 62 % 15 %

Text tracing did not test well as a direct keyword ex-
traction indicator and it does not seem to be useful even
filtered it based on length or number of occurrences. This
can be partially due to the difficulty of recognizing it
via client scripts, which can sometimes mistake random
mouse movements as tracing. Another reason might be
the difficulty of extracting the exact text the trace was
connected with. Finally, some users just use it as a read-
ing aid and not an aid to mark significant keywords. Nev-
ertheless, we can use the indicator to rank the paragraphs
where it occurred and extract keywords from it via other
methods, as described in the previous Sections.

5.2 Keyword extraction from elements
Evaluation of the second part of the method was done
in a similar way. We extracted the keywords from a
document using two methods: extraction from elements,
extraction from the entire document and random key-
words, which, in addition to using them to discourage the
users from being biased we used them as a control group.
The results of the evaluation are summed up in Table 2.

The success rate of the keyword extraction from elements
was rather high which shows the ability of our method to
extract keywords based on the detected implicit interest
indicators. This rate was also higher than that of the key-
words extracted from the entire document. Even though
the latter method is very accurate, we were able to im-
prove it.

The random keywords had a significantly lower success
rate than the two evaluated methods.
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