Abstract

In this work, a new innovative Multicast Repair (M-REP) IPFRR mechanism, which uses an IP multicast technology, is presented. The proposed M-REP mechanism uses Protocol Independent Multicast - Dense Mode (PIM-DM) with modified algorithm of the Reverse Path Forwarding (RPF). The key contribution of this work is the fact that the proposed M-REP IPFRR mechanism is independent of the link-state routing protocols and the internal algorithm does not explicitly calculate the alternative path.
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1. IP Fast Reroute

After a link or node failure, a process of network convergence starts in a network, during which routers must update their routing tables. The overall time of network convergence might take from a few milliseconds up to tens of seconds. During this process, several destinations in the network might become unavailable, packet loss might increase or even routing loops might occur. Several solutions have been introduced and developed for solving these negative impacts - these mechanisms are called by a common term Fast Reroute (FRR) mechanisms.

The first FRR mechanism was Multiprotocol Label Switching (MPLS) FRR, which uses an explicit backup routes. However, since the MPLS mechanisms are not used in every network and MPLS is not scalable enough, the next development lead towards the IPFRR mechanisms.

The main goal of all IPFRR mechanisms is to minimize the network recovery time after a node or link failure. The key feature of these mechanisms is the calculation of alternative route before the failure occurs [13, 9]. The computation of alternative route requires network topology information and therefore most of the existing IPFRR mechanisms strongly depend on the usage of link-state routing protocols.

When there is a link failure in the network, the IPFRR mechanism routes the packets to a pre-computed alternative route until the network converges, Figure 1. During this time, the routing protocol makes updates about the network topology changes. This update of routing protocols happens in the background. After its completion, the routing protocol takes back the control over the routing of packets.

An important factor in IPFRR is the recovery time after the node or link failure. This time should be one of the key factors when evaluating the IPFRR mechanisms. The average reaction time of current IPFRR mechanisms for fast recovery is 50ms [10, 3].

Many IPFRR mechanisms have been proposed. They can be categorized into three main groups:
- Loop Free Alternates (LFA) mechanisms [5].
- Multihop solutions: Tunnels, Multiple Routing Configurations (MRC), Maximally Redundant Trees (MRT), PQ-Space, U-Turn Alternative, Remote LFA (rLFA) [6, 4].

Modern network routing protocols use a relatively slow
and complex hello mechanism. The failure detection time of routing protocols alone is insufficient for rapid rerouting requirements. Therefore, fast failure detection is an important part of an IPFRR mechanism. There is a number of existing alternative failure detection mechanism approaches that can be used [13]:
- Physical detection mechanism (loss of carrier, loss of light, increase in bit error rate, etc.),
- Independent detection mechanism (Bidirectional Failure Detection protocol) [12],
- Routing protocol detection (Hello mechanisms).

1.1 Loop Free Alternates

When the source router \( S \) detects a link failure, it sends traffic to an alternate back up router - also called an LFA (see Figure 2). The selection of the LFA router is pre-computed in advance. An LFA router must be directly connected to the source router \( S \). The LFA router must provide a loop-free path to forward packets to the destination \( D \). The source router may have precomputed more than only one next-hop LFA router [5].

The LFA router election is defined by two criteria. These conditions guarantee that LFA router provides a loop free path:

Loop-Free Criterion:

\[
\text{Cost}(N, D) < \text{Cost}(N, S) + \text{Cost}(S, D) \tag{1}
\]

Downstream Path Criterion:

\[
\text{Cost}(N, D) < \text{Cost}(S, D) \tag{2}
\]

where \( S \) is a source router, \( N \) is a potential LFA router, \( D \) is the destination router and \( \text{Cost}(N, D) \) is the cost of the shortest path from \( N \) to \( D \), \( \text{Cost}(N, S) \) is the cost of the shortest path from \( N \) to \( S \), \( \text{Cost}(S, D) \) is the cost of the shortest path from \( S \) to \( D \). LFA mechanism has good basic protection against a link or a node failure. Other LFA mechanisms improvements allows the locations of the LFA backup router more than one hop away from the source router (for example Remote LFA mechanism).

1.2 U-Turn Alternative

LFA mechanisms usually use directly connected neighboring routers to send data traffic around the failed link. When an LFA router is not available, the U-Turn mechanism can be used instead [9]. The mechanism allows the source router \( S \) to send traffic to a so-called U-Turn alternative router \( N \) (see Figure 3).

U-Turn router \( N \) then recognizes the special traffic from the source router \( S \) and this traffic will not be dropped. When the U-Turn router receives packets from the source router \( S \), packets will be forwarded to the LFA router of router \( N \). The LFA router then sends these packets to destination.

In the case the router \( U \) does not implement the U-Turn mechanism, packets from router \( S \) can be blackholed, mis-routed or looped.

The U-Turn alternative candidate must pass following condition [9]: Node Selection Criterion:

\[
\text{Cost}(N, D) \geq \text{Cost}(N, S) + \text{Cost}(S, D) \tag{3}
\]

where \( S \) is a source router, \( N \) is a potential U-Turn router, \( D \) is a destination router and \( \text{Cost}(N, D) \) is the cost of the shortest path from \( N \) to \( D \), \( \text{Cost}(N, S) \) is the cost of the shortest path from \( N \) to \( S \), \( \text{Cost}(S, D) \) is the cost of the shortest path from \( S \) to \( D \).

A U-Turn router must be able to recognise the traffic from the source router \( S \), either in implicit or in explicit
way. Implicit detection means that the U-Turn router has a special algorithm for recognition of an IP FRR traffic sent from a source router S. The algorithm tells the router which traffic from source router S is sent over a backup path as opposed to normal routing.

Explicit detection occurs when the source router S will somehow modify header of packets and the U-Turn router is able to receive and recognize these modified packets. Modification of packet headers may possibly cause problems with compatibility among other routers within the network.

In the next section, we focus on analyzing the disadvantages of existing IPFRR mechanisms.

2. Problem specification

2.1 Pre-computing

The basic principle of IPFRR mechanisms is based on the fast detection of the link failure and precomputed alternative routes. The complexity of these pre-calculations is not trivial.

The computational complexity increases with the number of the routers in the network. The computations need to be performed again after topology change in order to update the alternative routes. The routers usually perform these calculations as processes with low priority during the idle time of the router CPU. The additional alternative route calculations thus consume time and system resources of the router. Therefore we consider these precomputations to be one of the problematic areas of the existing IPFRR mechanisms.

2.2 Dependence on link-state routing protocols

Another important factor is that many of the existing IPFRR algorithms require the topology information about the network in order to pre-compute the alternative route. This fact limits the usage of IPFRR mechanisms to the networks with link-state routing protocol. Majority of existing IPFRR mechanisms depend on the link-state routing protocols.

2.3 Research direction

The analysis of existing solutions shows that the existing mechanisms meet the basic IPFRR requirements, but they are complicated. Our goal was therefore to develop a new simpler mechanism that would meet the basic IPFRR requirements. One of the possibilities that has not been used in the current IPFRR mechanisms is the multicast technology [7]. This was the starting point of our search for a new mechanism that would bring a new principle into IPFRR area. After we had made the decision to use the multicast technology, the question was which multicast protocol to use? We have focused our efforts mostly on the PIM protocol. The PIM protocol can work either in sparse [8] or dense [2] mode.

3. Protocol Independent Multicast - Dense Mode (PIM-DM)

PIM-DM protocol assumes, that all routers in network want to receive multicast traffic. At the beginning of multicast transmission, routers with enabled PIM-DM protocol send multicast packets to all other routers in the network. This process is called flooding [2]. PIM-DM protocol uses Reverse Path Forwarding (RPF) protection mechanism against micro-loops, which can occur during initial flooding of multicast communication. If some routers with enabled PIM-DM do not want to receive specific multicast communication, they send Prune message to upstream router. This process is called pruning.

Interfaces on routers, which send the Prune message, get to pruned state. Pruned state is valid for a limited period of time. After this period, routers receive the multicast communication again. The prune state is related to a specific multicast (S, G) pair. If a new receiver appears in the pruned area, the PIM-DM protocol uses the PIM Graft message to cancel the pruned state. The PIM Graft message is sent by the corresponding router to its upstream router.

In order to minimize the number of pruning and flooding processes, the PIM-DM protocol uses a State Refresh message. This message is for extension of the pruned state. Flooding and pruning processes cause unwanted traffic in the network. The PIM-DM is more efficient when it is used in a network with dense multicast traffic.

The protocol PIM-DM uses an RPF protection against micro-loops. Multicast packet is accepted by a router only if it passes an RPF check. RPF check in PIM-DM means that a multicast packet is accepted only if it is received via interface, which is used in unicast communication to reach the source of multicast transmission. In other words, the multicast packets are accepted only if they arrive via an interface, which is on the shortest path by unicast routing table to source of multicast transmission.

4. Proposal of new M-REP IPFRR mechanism

At the beginning of flooding multicast communication, the PIM-DM sends packets to all routers with enabled PIM protocol. This fact means, that multicast packets (independently of any failures) will get to the destination router. We want to
use this specific behavior of PIM-DM protocol to develop a new IPFRR mechanism.

4.1 Modification of RPF

The original behavior of RPF mechanism is not compatible with our intended RPF utilization in IPFRR. Under some circumstances, a specific router with original RPF mechanisms may drop our IPFRR communication.

The original RPF mechanism uses information from unicast routing table to select the correct RPF interface for specific multicast (S, G) flow. However, in network, where router or link failure has occurred, the information in unicast routing table may not be correct on the affected routers by failure until the process of network convergence is complete. It means that some router on the original path to destination can drop our IPFRR multicast flow because of RPF check.

Using a simple modification of the original RPF mechanism, we can flood IPFRR communication around the failed link or router. Our new IPFRR mechanism still uses the RPF mechanism in PIM-DM, but it focuses on modification of RPF mechanism, which selects the correct RPF interface for specific multicast communication.

4.2 Description of new IPFRR mechanism

Our new IPFRR mechanism is not designed to provide a link or node protection, but to protect a specific unicast flow (flow protection).

We assume that a customer sends an important flow of data to the destination D. If any router on the path to the destination detects a connection failure (link or node), it becomes the router S - source router.

The source router encapsulates protected unicast flow to a specific multicast flow (specific Source, G pair), which is immediately flooded to all active interfaces with enabled PIM Dense Mode. The router performs this tunneling of unicast flow until the process of convergence in the network is complete.

From the moment, when the link or node failure occurs on the original shortest path between the source and the destination, the routing information in the routing tables is outdated. The result is that the routers do not have the current information about the correct RPF interface, until the convergence process in the network is complete.

If we retain the original RPF mechanism (the packet must enter via interface, which according to the routing table is on the shortest path back to the sender of the packet), one of our routers on original shortest path can drop our specific multicast flow because of RPF check failure.

When the first multicast packet for a group G enters on a specific interface of router (non-S), this interface becomes the RPF interface for our IPFRR multicast flow. The term "first packet" denotes a multicast packet, processing of which leads to the creation of a new route record in the multicast routing table for a specific (Source, G) pair. In other words, the RPF interface of all routers, will be the interface of the first arrival, 6 of specific IPFRR multicast packets for a specific (Source, G) pair. After the selection of the RPF interface, routers forward multicast packets to all other PIM enabled interfaces 5.

Each router can have only one RPF interface. It can be proved that for a network with point-to-point links, our modified RPF mechanism provides loop-free paths to all other routers in the network, including the destination router D. In dissertation work is mathematical proof, which proved, that our modification of original RPF mechanism does not cause micro-loops during initial flooding of multicast packets.

The alternative path, which is created by selection of modified RPF interface, is a randomly generated path. In other words, the created path may not be the shortest possible path (IPFRR techniques generally do not provide the shortest alternative paths).

The IPFRR encapsulated packets must be restored back to the original format while leaving the network domain. The restoration process of IPFRR communication is performed by the destination router (D). Router D is the router, which has directly connected the original recipient of unicast packet. Router D performs the necessary decapsulation, which means that the end of IPFRR multi-
cast distribution tree is on this router. After this process, the packet can be sent to its original destination.

Our modification of the original RPF mechanism for specific multicast (Source, G) flow does not cause micro-loops between routers with point-to-point links. Requirements of our new IPFRRR mechanism for physical network topology are:
- point-to-point links between routers,
- router D, original destination of protected flow, must be directly connected to this router.

We note that the original pruning process in the PIM-DM protocol is not modified. If a router receives unnecessary protected multicast flow, for which it does not have a recipient, it prunes from the multicast distribution tree. The final result of the flooding process is only one route created from the router S (performs tunnelling communication) to the router D (performs restoration of communication).

Tunnelling mechanism of IPv4 unicast communication is one of the many possible solutions how to back up information of original source and destination of the packet.

Another way how to backup the original source and destination of the protected unicast flow in IPv6 is the use of next headers, in which we can backup this information. This information can then be restored by router D from the next header of the packet.

4.3 Multiple failures

Protocol PIM-DM uses the Graft message to re-initialize the distribution tree and cancel the Prune state. In the classical PIM-DM, the Graft message is sent through the RPF interface. In our mechanism, we need to deal with the loss of the RPF interface and therefore we have modified the terms of use of the Graft message.

In the following example, we show the application of the modified RPF procedure and Graft mechanism M-REP. Suppose we have the topology shown in Figure 7, and the first link failure happens on router R2. The router which detects this failure, becomes router S and starts encapsulating unicast communication for specific multicast specified by pair (Source, G). Suppose the alternative route created using the rule of first arrival is S → R1 → R2 → R3 → R4 → D. The routers, which receive the unwanted multicast communication, send the Prune message. When there is another failure in the network, this time router R4, the router D must restore the alternative route. The question arises, which interface should be selected on router D as the RPF interface for sending the Graft message to its upstream router.

If the router D selects fa 0/0 as the RPF interface and uses it to send the Graft message, the router R5 cannot use it to restore the alternative route, because it would lose the connectivity with the upstream router R4. This means that the router D cannot determine the proper RPF interface in this situation. Therefore the router D does not select any RPF interface for the specific (Source, G) multicast flow and sends the Graft message through all remaining interfaces and removes the item for (Source, G) from its own multicast routing table. After receiving the Graft message, the router R6 sets the given interface to forward and uses its own RPF interface of the first arrival to send the next Graft message to the upstream router. When the router D receives the specific (Source, G) multicast flow again (clearly from router R6), it sets its new RPF interface. The alternative route is restored and it will be S → R1 → R2 → R3 → R6 → D. Packets will be delivered to their destination only after the multicast distribution tree is restored. Until the specific (Source, G) multicast distribution tree is restored, the packets are thrown away by router R3 or any of its upstream routers.

If we modify previous topology to topology on picture (Figure 8), problem may arise if we use same scenario as in previous case. Assume, that in time of failure or router R4 another link failure between routers R3 and R7 occurs.

When router R7 detects failure on its RPF interface of first arrival, it sends Graft message to all other PIM enabled interfaces, which means in given topology sending Graft message to router R6. In classical PIM-DM router, which receives Graft message via RPF interface, won’t accept it. Therefore we must modify behavior of router, which receives Graft message via RPF interface of first arrival. If router receives Graft message via its RPF interface of first arrival, it removes specific (Source, G) record in multicast routing table, cancel current RPF interface of first arrival and sends Graft message to all other remaining interface. After arrival of new specific (Source, G) packet router sets new RPF interface based on first arrival again. Final alternative route will be S → R1 → R2 → R3 → R6 → D.

5. Testing

In this section, we describe the testing of the M-REP IPFRRR mechanism in the OMNeT++ simulator (version 4.5). We have used the existing implementation of the PIM-DM protocol from the ANSA library (version 2.2) [1] as the basis for the simulations and we have then implemented the M-REP mechanism functionality into the ANSA library.
To generate the data flow, we use the Source1 in the simulations and Host2 is the recipient of the generated flow. The data flow from Source1 to Host2 is protected by the proposed M-REP mechanism. The primary route for this data flow is R1 → R3 → R5, Figure 9.

Figure 9: The rule of first arrival

We simulate the failure of the whole router that lies on the primary path to the destination. This scenario represents the disconnection of all links connected to the router R3. Table 1 shows the breakdown of the R3 failure time.

Table 1: Description of router failure scenario

<table>
<thead>
<tr>
<th>Time (sims)</th>
<th>Component</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Source1</td>
<td>Source1 sends data to Host2, period 1sims</td>
</tr>
<tr>
<td>2</td>
<td>R3</td>
<td>R3 sends data to Host2, period 1sims</td>
</tr>
<tr>
<td>3</td>
<td>R3</td>
<td>Restoration of router R3</td>
</tr>
</tbody>
</table>

The expected behavior of the M-REP mechanism is that after the R3 failure, it finds an alternative route bypassing the failed router and delivers the protected unchanged unicast data flow to the destination Host2. Figure 9 shows the topology after the R3 failure.

Router R1 detects the link failure on the original path to destination and starts modifying the packets designated to go to Host2. R1 sends the packets to all output interfaces (except the incoming one).

Every router in the network receives the packets (Table 2, green color, lines 9 to 18). Router R5 determines that it is directly connected to the destination and restores the packets as previously described.

The alternative route that is created using the rule of the first arrival of specific multicast packets is R1 → R4 → R5 (Table 2, lines 9 to 28, lines 25 to 28). Table 2 shows the communication in the network before and after the router R3 failure.

Table 2: Network communication after the router failure

<table>
<thead>
<tr>
<th>Time (sims)</th>
<th>Action</th>
<th>Type of message</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Source1 → R1</td>
<td>appData</td>
</tr>
<tr>
<td>2</td>
<td>R1 → R3</td>
<td>appData</td>
</tr>
<tr>
<td>3</td>
<td>R3 → R5</td>
<td>appData</td>
</tr>
<tr>
<td>4</td>
<td>R5 → Host2</td>
<td>appData</td>
</tr>
<tr>
<td>5</td>
<td>Source1 → R1</td>
<td>appData</td>
</tr>
<tr>
<td>6</td>
<td>R1 → R3</td>
<td>appData</td>
</tr>
<tr>
<td>7</td>
<td>R3 → R5</td>
<td>appData</td>
</tr>
<tr>
<td>8</td>
<td>R5 → Host2</td>
<td>appData</td>
</tr>
<tr>
<td>9</td>
<td>Source1 → R1</td>
<td>appData</td>
</tr>
<tr>
<td>10</td>
<td>R1 → R2</td>
<td>appData</td>
</tr>
<tr>
<td>11</td>
<td>R1 → R4</td>
<td>appData</td>
</tr>
<tr>
<td>12</td>
<td>R2 → R4</td>
<td>appData</td>
</tr>
<tr>
<td>13</td>
<td>R2 → R4</td>
<td>appData</td>
</tr>
<tr>
<td>14</td>
<td>R4 → R5</td>
<td>appData</td>
</tr>
<tr>
<td>15</td>
<td>R4 → R5</td>
<td>appData</td>
</tr>
<tr>
<td>16</td>
<td>R5 → Host2</td>
<td>appData</td>
</tr>
<tr>
<td>17</td>
<td>R5 → R6</td>
<td>appData</td>
</tr>
<tr>
<td>18</td>
<td>R6 → R5</td>
<td>appData</td>
</tr>
<tr>
<td>19</td>
<td>R2 → R4</td>
<td>PIMJoinPrune</td>
</tr>
<tr>
<td>20</td>
<td>R4 → R2</td>
<td>PIMJoinPrune</td>
</tr>
<tr>
<td>21</td>
<td>R2 → R1</td>
<td>PIMJoinPrune</td>
</tr>
<tr>
<td>22</td>
<td>R5 → R6</td>
<td>PIMJoinPrune</td>
</tr>
<tr>
<td>23</td>
<td>R5 → R6</td>
<td>PIMJoinPrune</td>
</tr>
<tr>
<td>24</td>
<td>R6 → R4</td>
<td>PIMJoinPrune</td>
</tr>
<tr>
<td>25</td>
<td>Source1 → R1</td>
<td>PIMJoinPrune</td>
</tr>
<tr>
<td>26</td>
<td>R1 → R4</td>
<td>appData</td>
</tr>
<tr>
<td>27</td>
<td>R4 → R5</td>
<td>appData</td>
</tr>
<tr>
<td>28</td>
<td>R5 → Host2</td>
<td>appData</td>
</tr>
<tr>
<td>29</td>
<td>Source1 → R1</td>
<td>appData</td>
</tr>
<tr>
<td>30</td>
<td>R1 → R3</td>
<td>appData</td>
</tr>
<tr>
<td>31</td>
<td>R3 → R5</td>
<td>appData</td>
</tr>
<tr>
<td>32</td>
<td>R5 → Host2</td>
<td>appData</td>
</tr>
</tbody>
</table>

This scenario represents a situation that often happens also in the real ISP operation. The test has confirmed that the M-REP mechanism is able to protect the specific unicast flow against router failure. The dissertation thesis also contains other tests, e.g. subsequent failures of links or routers in the network.

6. Benefits of M-REP IPFRR mechanism

The main benefit of our new IPFRR mechanism is the fact, that it is independent of pre-computation. Alternative path is not calculated by internal algorithm as in existing IPFRR mechanisms. Due to this feature, we can say that M-REP IPFRR mechanism is currently unique.
According to analysis of existing IPFRR mechanisms only a few are implemented in operating systems of routers. By utilizing of existing multicast protocol PIM-DM, its minimum modification of RPF logic and modification of Graft mechanism, M-REP mechanism can be implemented in real routers.

In the following sections we discuss important benefits of our M-REP mechanism, problem areas and future research.

6.1 Independent of pre-computation

Most of existing IPFRR mechanisms are based on pre-computation of alternative paths. M-REP mechanism does not require pre-computation of alternative route. We use a specific multicast address and the process of flooding/pruning in PIM-DM to send protected traffic around the failed link or router.

For existing IPFRR mechanisms, the network size affects the amount of pre-computation. This means that the size of network increases the number of preparatory calculations of alternative backup paths.

Proposed M-REP mechanism is independent of pre-computation of alternative path, which means, it is not affected by size of the network.

6.2 Independent of routing protocols

With pre-computation of alternative route there is also the related dependence on routing protocols. Some of the existing IPFRR mechanisms require network topology information for calculation of alternative backup path. That means, they are dependent on usage of link-state routing protocols. M-REP IPFRR mechanism does not require preparatory calculations of alternative route and construction of multicast distribution tree is not also based on information from unicast routing table, which means, that it is independent of routing protocols. It supports static routing, distance-vector routing protocols and link-state routing protocols.

6.3 100% repair coverage

Another advantage of M-REP IPFRR mechanism is, that it solves the problem of multiple failures in network. Protected unicast flow, which is encapsulated as specific multicast traffic, floods via functional links in the network. When multiple link or node failures occur and there is only one possible path from source to destination, our M-REP IPFRR mechanism is able to find it and use it. In other words, M-REP mechanism provides 100 percent repair coverage.

6.4 Subsequent link or node failures in network

Existing IPFRR mechanism are tested mostly against link or node failure. M-REP mechanism is based on multicast protocol PIM-DM with modified RPF and Graft mechanism. M-REP mechanism was tested against multiple, e.g. subsequent failures within network at different times. Simulations in simulator OMNeT++ proved that proposed mechanism can provide alternative path after multiple, e.g. subsequent link or node failures.

6.5 Simple implementation

M-REP mechanism uses existing multicast protocol PIM-DM. By simple modification of RPF logic for selecting

RPF interface as well as the modification of Graft mechanism modification in this protocol, we used its native behavior in new IPFRR area. PIM-DM protocol is currently supported by many important manufacturers of routers. One advantage of M-REP mechanism is thus its simple implementation.

6.6 Problem areas and future research

Problem areas of M-REP mechanism are related to its specified requirements on physical topology of network. The first requirement for network topology is the existence of point-to-point links between routers.

6.6.1 Multi-access networks

The proposed M-REP mechanism uses modified RPF logic so that RPF interface on the router is determined by the rule of first arrival. This means that for our specific IPFRR multicast group we do not use information from unicast routing table. This information is based on shortest paths to destinations. If we use M-REP mechanism in multi-access networks, micro-loops can occur.

We have a give topology, Figure 10, where router S sends IPFRR packet on network with multi-access. If the router R first receives the IPFRR packet via interface fa 0/0 from router D, according our RPF rule of first arrival, this interface will be chosen for RPF interface. A micro-loop might occur between routers D and R.

Therefore, this issue needs further research in future. We note that some of existing IPFRR mechanisms have also problems in multi-access networks (for example Remote LFA).

6.6.2 Random alternative route

Existing IPFRR mechanisms use SPF algorithm to calculate the alternative shortest path from source to destinations. These calculations require the processing power of router, but calculated alternative route is the shortest possible route.
Original PIM-DM protocol creates Shortest Path Tree (SPT). The creation of these SPT trees provides RPF mechanism in PIM-DM. RPF mechanism in M-REP do not use information from unicast routing table to verify the correct RPF interface, but the RPF interface is selected by the rule of first arrival of specific unicast (Source, G) packet. Multicasts packets reach the destination, but it is not possible to guarantee the shortest path. Multicast data may or may not get to destination by shortest path.

The second requirement of M-REP mechanism is that router D must have directly connected destination on its output interfaces. Original unicast flow of data is delivered to this destination. Destination router is identified by this requirement. Specific multicast (Source, G) tree is created from the source to destination router.

6.6.3 Packet encapsulation

Our mechanism uses in IPv4 encapsulation of protected unicast flow with additional IP header (multicast tunneling). In IPv6 can be used the same principle or new IPv6 header can proposed for this purpose. Modifications of original packets brings problems with MTU, increased CPU load and other problems. However, it should be noted that most of existing IPFRR mechanism also encapsulates packets or modify specific bits in packet header. Encapsulation of packets is one of the biggest disadvantages of existing IPFRR mechanism, but in present this technology is most common.

6.6.4 Flooding/pruning process in PIM-DM

PIM-DM protocol at the beginning of multicast transmission sends multicast packets to all routers in administrative domain (flooding process). Routers, which don’t have recipients for specific multicast communication, prune from multicast distribution tree (pruning process). Besides these processes, PIM-DM periodically sends “Hello” messages to other routers. Flooding and pruning processes bring unnecessary load in the network. However, M-REP IPFRR mechanism encapsulates protected unicast flow to specific (Source, G) multicast flow until process of network convergence is complete. When the process of network convergence is complete, routing protocol routes packets again.

6.7 Future research

Companies such as Cisco Systems and Juniper Networks focus their future development on IPFRR technology, because the requirements on ISP grow every day. Future research should focus on further validation of the proposed mechanism M-REP, solving of the problem areas and implementation in an experimental environment Quagga. The current requirements of M-REP mechanism for point-to-point links or directly connected destination may be sometimes limiting.

The proposed M-REP IPFRR mechanism is designed to protect a specific unicast flow. Therefore, further research should focus on verification whether it is possible to protect all flows, whose primary route lead through the failed link.

7. Conclusion

This work presents a new M-REP IPFRR mechanism that solves some of the disadvantages of existing IPFRR mechanisms. The new M-REP IPFRR mechanism relies on the innovative use of multicast PIM-DM protocol. At the beginning of the multicast transmission (flooding), the PIM-DM protocol delivers the multicast data to every PIM router in the network (regardless of failure). This is the specific property of the PIM-DM protocol that we have used when designing the new M-REP mechanism. This mechanism is primarily designed to protect the specific unicast flow using the backup multicast distribution tree defined by the unique multicast address.

As previously mentioned, the majority of the IPFRR mechanisms requires pre-computing of alternative routes for the case of various failure of links or routers in the network. These preparatory calculations have undesired effects, e.g. loading of router CPU, dependence on the link-state routing protocols etc.

M-REP mechanism does not require preparatory calculations of backup routes, because it uses the PIM-DM protocol’s flooding process to floods the multicast communication. With respect to the specific conditions and purposes, under which this system is supposed to operate, it was necessary to modify the RPF mechanism in PIM-DM. RPF interface is chosen based on the arrival of the first packet with special multicast address. All routers in the administrative domain must have exactly one RPF interface for specific (Source, G) flow.

Protocol PIM-DM with modified RPF mechanism explicitly creates a tree, which means that no routing loops are created among the routers. The alternative route is created using the rule of the first arrival of the specific multicast packet. The protected unicast communication is encapsulated until the network convergence process is completed.

The new M-REP IPFRR mechanism solves the problem of performing the pre-computations by the existing IPFRR mechanisms, the dependence on routing protocols and problem of multiple failures in the same network, e.g. subsequent failures. Other advantages are the 100% repair coverage and simple implementation into the existing operating systems of routers.
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